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(57) ABSTRACT

A computer system and method for generating event distri-
bution information using an audio file and controlling events
corresponding to the user inputs based on the event distribu-
tion information. The computer-implemented method
includes: extracting a predefined number of event-triggering
times from event distribution information, wherein the event
distribution information is associated with an audio file cur-
rently played on the computer and the event-triggering times
are arranged in a sequential order; determining a current play
time for the audio file; and controlling event locations corre-
sponding to user inputs on the display of the computer based
on a comparison of the current play time and the extracted
event-triggering times.

15 Claims, 4 Drawing Sheets
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SYSTEM AND METHOD FOR GENERATING
EVENT DISTRIBUTION INFORMATION

RELATED APPLICATIONS

This application is a continuation application of PCT
Patent Application No. PCT/CN2013/082419, entitled
“SYSTEM AND METHOD FOR GENERATING EVENT
DISTRIBUTION INFORMATION;,” filed on Aug. 28, 2013,
which claims priority to Chinese Patent Application No.
201210321561.2, “SYSTEM AND METHOD FOR GEN-
ERATING EVENT DISTRIBUTION INFORMATION
USING AN AUDIO FILE,” filed on Sep. 3, 2012, both of
which are hereby incorporated by reference in their entirety.

FIELD OF THE INVENTION

The present invention generally relates to the processing of
audio files, in particular to system and method for generating
event distribution information using an audio file and control-
ling events corresponding to the user inputs based on the
event distribution information.

BACKGROUND OF THE INVENTION

More and more mobile applications have audio features
when providing various functions to end users. For example,
an application often deploy many locations on a graphical
user interface for receiving user inputs in accordance with the
rhythm from an audio file being played on a mobile device
(e.g., a smartphone or a tablet computer). Based on the user
interactions (e.g., finger touches) with the locations, the
application provides a user-friendly environment. For
example, in a game application that plays music concurrently,
multiple locations are deployed at each image frame of the
game application based on the music’s rhythm so as to gen-
erate user inputs based on the user interactions with the
deployed locations. Very often, a deployed location corre-
sponds to a moving object that moves on the graphical user
interface based on the music being played. More specifically,
a specific location, which is associated with a particular frame
of'the application, is often mapped to a set of data in the audio
file that generates the music. The set of data identifies the
tempo of the frames of the application as well as the locations
corresponding to the tempo. For example, the movement
speed of a location may be measured and controlled by the
cumulative time of rendering the frames of'the application. In
other words, if the cumulative time of the frames matches the
falling time of a corresponding location defined in the data,
the location is rendered on the graphical user interface. How-
ever, because the cumulative time of rendering the frames of
the application is calculated on a per-frame basis, this
approach would inevitably accumulate the errors associated
with the respective frames. As a result, when the accumulated
errors are great enough, there could be a time gap of multiple
seconds between the music being played and the correspond-
ing movement of the locations on the graphical user interface.

SUMMARY

The above deficiencies and other problems associated with
the conventional approach of synchronizing audio plays and
video plays of an application are reduced or eliminated by the
invention disclosed below. In some embodiments, the inven-
tion is implemented in a computer system that has one or
more processors, memory and one or more modules, pro-
grams or sets of instructions stored in the memory for per-
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forming multiple functions. Instructions for performing these
functions may be included in a computer program product
configured for execution by one or more processors.

One aspect of the invention involves a computer-imple-
mented method performed by a computer having one or more
processors, memory and a display. The computer-imple-
mented method includes: extracting a predefined number of
event-triggering times from event distribution information,
wherein the event distribution information is associated with
an audio file currently played on the computer and the event-
triggering times are arranged in a sequential order; determin-
ing a current play time for the audio file; and controlling event
locations corresponding to user inputs on the display of the
computer based on a comparison of the current play time and
the extracted event-triggering times.

Another aspect of the invention involves a computer sys-
tem. The computer system includes memory, one or more
processors, and one or more programs stored in the memory
and configured for execution by the one or more processors.
The one or more programs include: extracting a predefined
number of event-triggering times from event distribution
information, wherein the event distribution information is
associated with an audio file currently played on the computer
and the event-triggering times are arranged in a sequential
order; determining a current play time for the audio file; and
controlling event locations corresponding to user inputs on
the display of the computer based on a comparison of the
current play time and the extracted event-triggering times.

Another aspect of the invention involves a non-transitory
computer readable storage medium having stored therein
instructions, which when executed by a computer system
cause the computer system to: extract a predefined number of
event-triggering times from event distribution information,
wherein the event distribution information is associated with
an audio file currently played on the computer and the event-
triggering times are arranged in a sequential order; determine
a current play time for the audio file; and control event loca-
tions corresponding to user inputs on the display of the com-
puter based on a comparison of the current play time and the
extracted event-triggering times.

Some embodiments may be implemented on either the
client side or the server side of a client-server network envi-
ronment.

BRIEF DESCRIPTION OF THE DRAWINGS

The aforementioned features and advantages of the inven-
tion as well as additional features and advantages thereof will
be more clearly understood hereinafter as aresult of a detailed
description of preferred embodiments when taken in conjunc-
tion with the drawings.

FIG. 1 is a flow chart illustrative of a method of controlling
the distribution of events on a graphical user interface of an
application based on an audio file in accordance with some
embodiments.

FIG. 2 is a flow chart illustrative of a method of extracting
header and soundtrack data from the audio file and using such
data to generate the event distribution information for corre-
sponding events in the audio file in accordance with some
embodiments.

FIG. 3 is a block diagram illustrative of a system for imple-
menting a method of controlling the distribution of events on
a graphical user interface of an application based on an audio
file in accordance with some embodiments.

FIG. 4 is a block diagram illustrative of a system for imple-
menting a method of extracting header and soundtrack data
from the audio file and using such data to generate the event
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distribution information for corresponding events in the audio
file in accordance with some embodiments.

FIG. 5 is a block diagram illustrative of the components of
an event distribution information generation module shown
in FIG. 4 in accordance with some embodiments.

FIG. 6 is a block diagram illustrative of the components of
a computing device in accordance with some embodiments.

Like reference numerals refer to corresponding parts
throughout the several views of the drawings.

DESCRIPTION OF EMBODIMENTS

Reference will now be made in detail to embodiments,
examples of which are illustrated in the accompanying draw-
ings. In the following detailed description, numerous specific
details are set forth in order to provide a thorough understand-
ing of the subject matter presented herein. But it will be
apparent to one skilled in the art that the subject matter may be
practiced without these specific details. In other instances,
well-known methods, procedures, components, and circuits
have not been described in detail so as not to unnecessarily
obscure aspects of the embodiments.

FIG. 1 is a flow chart illustrative of a method of controlling
the distribution of events on a graphical user interface of an
application based on an audio file in accordance with some
embodiments.

In order to realize the synchronization between the audio
play and the video play associated with the application, at step
S110, the application extracts a predefined number of event-
triggering times from event distribution information associ-
ated with a currently-played audio file, the event-triggering
times arranged in a sequential order.

In some embodiments, the event distribution information is
generated by pre-processing an audio file, identifying one or
more events in the audio file, and recording an event-trigger-
ing time for each identified event. For example, an event is
identified when a predefined music note or a predefined
sequence of music notes is found in the audio file and the
event-triggering time corresponds to the start time of playing
the music note or the sequence of music notes. When the
application plays an audio file, it extracts a predefined number
of'event-triggering times from the event distribution informa-
tion associated with the music file. For example, the event-
triggering times in the event distribution information are
organized in a temporally sequential order from earlier to
later and the extracted event-triggering times are also in the
same sequential order. In some embodiments, the number of
event-triggering times extracted from the event distribution
information is determined by the soundtrack data of the audio
file.

In some embodiments, the extraction of event-triggering
times is tied with the video play of the application. For
example, for each frame of the video play, the application
determines its play time period and then correlates the play
time period with the audio file to select from the event distri-
bution information event-triggering times within the corre-
sponding play time period in a temporally sequential order. In
this case, when the audio file is played by the application, a
corresponding set of frames are also played frame by frame
by the application concurrently. As a result, the event-trigger-
ing times extracted from the event distribution information
are always in synch with the corresponding frame rendered on
the display of a computing device on which the application is
running.

In some embodiments, during the play ofthe audio file, one
image frame is displayed for a predefine period of time and
thenreplaced by a subsequent image frame, each image frame
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corresponding to one or more music notes. Because a music
note is comprised of events corresponding to multiple
soundtracks, each image frame can be mapped to one or more
events of the corresponding soundtracks. Moreover, each
event-triggering time should correspond to the graphical user
interface of a specific frame and thus achieve the mapping or
synchronization between the frame update of the video play
and the corresponding rhythm of the audio play.

At step S130, the application determines a current play
time for the audio file. In some embodiments, the current play
time indicates the current position of the playing the audio
file, which indicates the amount of time that has lapsed from
the start time of playing the audio file.

At step S150, the application controls event locations cor-
responding to user inputs on a graphical user interface based
on a comparison of the play time and the event-triggering
times. In some embodiments, the location of an event is
pre-determined by a location on the graphical user interface
of'a frame corresponding to the event-triggering time speci-
fied in the audio file. When a user generates an input at or near
the event location, the frame corresponding to the event-
triggering time is also updated accordingly. For example, in a
game application, the application of the extracted event-trig-
gering times to the game application causes the generation of
multiple event locations on the graphical user interface of the
game application. By tapping on a particular event location on
the graphical user interface during the audio play, a particular
music note or notes are generated by the application, resulting
an effect like a user is playing an instrument by pressing
different keys of the instrument.

By controlling the events and corresponding locations on
the graphical user interface through the correlation of the
playing time of the audio file and the event-triggering times,
the application can achieve a better synchronization result
between the audio play and the video play. In particular,
because the play time of the audio file corresponds to the
current playing position of the audio file that can be retrieved
from the audio file, there is no error introduced like the
accumulation of play times associated with different frames.
Since the event-triggering times are derived from the play
times of events identified in the audio file, they do not include
any error either, the correlation of the two can improve the
accuracy of the event locations on the graphical user interface
based on the audio file. In some embodiments, the application
compares an event-triggering time with the play time of the
audio file to determine whether the event-triggering time is
before or after the play time of the audio file. If the event-
triggering time is after the play time, the application then
identifies a location on the graphical user interface corre-
sponding to the event and controls the display of the user
inputs at the location. If not, the application may skip this
event-triggering time.

In other words, the determination that the event-triggering
time is after (or greater than) the play time indicates that there
is no time delay for controlling the display of user inputs at the
corresponding location associated with the event-triggering
time. In this case, the application invokes the control of the
display at the location based on the user inputs. For example,
in a game application, the event location may be displayed in
format of a moving object on the graphical user interface. In
this case, if the event-triggering time is greater than the play
time of the audio file, the application generates the object on
the graphical user interface and also displays its movement
effect. On the other hand, the determination that the event-
triggering time is before (or less than) the play time indicates
that the event associated with the event-triggering time has
been passed or missed, the application usually takes no fur-
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ther action. In other words, the application does not control
the display at the corresponding location regardless of
whether there is any user input or not. By doing so, the
application avoids playing a music note from the audio file
that is incompatible with the frame currently displayed. When
the application moves to render the next frame, it then extracts
the event-triggering event corresponding to the next frame
and performs similar operations as described above in order
to control of the display of the event locations associated with
the next frame.

In some embodiments, before the extraction step S110, the
application extracts the header data and soundtrack data from
the audio file and then generates the event distribution infor-
mation based on the header data and the soundtrack date. For
example, the audio file may be in the format of MIDI (Musical
Instrument Digital Interface) that includes both header data
and soundtrack data. In particular, the header data records the
formation of the audio file as well as multiple parameters such
as BPM (Beats Per Minute) representing the play speed of the
audio file. In some embodiments, the soundtrack data
includes information about the type of instruments for play-
ing music notes corresponding to a particular event, the pitch
of the tone, the accompany information as well as the time
slice information associated with the event. The input of the
soundtrack data into a synthesizer generates the play of a
particular music note or notes associated with the event.

In some embodiments, the event-triggering time of a par-
ticular event in the audio file is determined based on the
parameters in the header data and the time slice information
of the event in the soundtrack data. Such event-triggering
time is then used for generating the event distribution infor-
mation. Besides the event-triggering time, the event distribu-
tion information also includes information indicating the time
length of this event, which is used for controlling the time
length of playing music notes associated with the event as
well as the time length of displaying the event location on the
graphical user interface. In some embodiments, the time
length of this event is determined by subtracting the event’s
start time from its termination time provided by the
soundtrack data.

FIG. 2 is a flow chart illustrative of a method of extracting
header and soundtrack data from the audio file and using such
data to generate the event distribution information for corre-
sponding events in the audio file in accordance with some
embodiments.

At step S201, the application extracts the header data and
the soundtrack data from the audio file, which are used for
generating the event distribution information as described
above. At step S203, the application extracts the time slice
information of an event from the soundtrack data and then
determines the event’s event-triggering time based, at least in
part, on the header data and the time slice information. In
some embodiments, the unit for the time slice information in
the audio file is the number of ticks. As such, the event-
triggering time indicates when an event should occur after a
predefined number of ticks. In some embodiments, the appli-
cation determines the unit of a tick in time based on param-
eters such as BPM in the header data of the audio file. Next,
the application extracts the time slice information from the
soundtrack and the parameters from the header data and uses
such information to determine an event-triggering time for
each event identified in the audio file.

At Step S205, the application generates the event distribu-
tion information using the event-triggering times determined
in the previous steps. In some embodiments, there is a coun-
terpart in the event distribution information for every event in
the audio file. The event distribution information is then used
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for controlling the event locations during the play of the audio
file as described above. In some embodiments, a soundtrack
event distribution set is generated by storing the event-trig-
gering times corresponding to different events in the set in the
binary stream format in order to save the storage space. More
specifically, since an audio file may include multiple sound
tracks, the event distribution information is generated by
combining multiple soundtrack event distribution sets, one
for each soundtrack.

The description above focuses on the method of controlling
the display of event locations on a graphical user interface
based on an audio file. The description below focuses more on
a specific example, i.e., a music game application. An audio
file is used for generating music for the music game applica-
tion. When a user plays the music game application, the
application automatically extracts event-triggering times
from the event distribution information and compares them
with the current play time of the audio file so as to control the
display of corresponding event locations on the graphical user
interface and generate corresponding music notes based on
the user inputs through the event locations.

FIG. 3 is a block diagram illustrative of a system for imple-
menting a method of controlling the distribution of events on
a graphical user interface of an application based on an audio
file in accordance with some embodiments. In this example,
the system includes a time extraction module 110, a play time
determination module 130, and a control module 150. The
time extraction module 110 is configured to extract a pre-
defined number of event-triggering times from event distri-
bution information associated with a currently-played audio
file in a sequential order.

In some embodiments, the event distribution information is
generated by pre-processing an audio file, identifying one or
more events in the audio file, and recording an event-trigger-
ing time for each identified event. For example, an event is
identified when a predefined music note or a predefined
sequence of music notes is found in the audio file and the
event-triggering time corresponds to the start time of playing
the music note or the sequence of music notes. When the
application plays an audio file, the time extraction module
110 extracts a predefined number of event-triggering times
from the event distribution information associated with the
music file. For example, the event-triggering times in the
event distribution information are organized in a temporally
sequential order from earlier to later and the extracted event-
triggering times are also in the same sequential order. In some
embodiments, the number of event-triggering times extracted
from the event distribution information is determined by the
soundtrack data of the audio file.

In some embodiments, the extraction of event-triggering
times is tied with the video play of the application. For
example, for each frame of the video play, the time extraction
module 110 determines its play time period and then corre-
lates the play time period with the audio file to select from the
event distribution information event-triggering times within
the corresponding play time period in a temporally sequential
order. In this case, when the audio file is played by the appli-
cation, a corresponding set of frames are also played frame by
frame by the application concurrently. As a result, the event-
triggering times extracted from the event distribution infor-
mation are always in synch with the corresponding frame
rendered on the display of a computing device on which the
application is running.

In some embodiments, during the play of the audio file, one
image frame is displayed for a predefine period of time and
thenreplaced by a subsequent image frame, each image frame
corresponding to one or more music notes. Because a music
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note is comprised of events corresponding to multiple
soundtracks, each image frame can be mapped to one or more
events of the corresponding soundtracks. Moreover, each
event-triggering time should correspond to the graphical user
interface of a specific frame and thus achieve the mapping or
synchronization between the frame update of the video play
and the corresponding rhythm of the audio play.

The play time determination module 130 is configured to
determine a current play time for the audio file. In some
embodiments, the current play time indicates the current posi-
tion of the playing the audio file, which indicates the amount
of'time that has lapsed from the start time of playing the audio
file.

The control module 150 is configured to control event
locations corresponding to user inputs on a graphical user
interface based on a comparison of the play time and the
event-triggering times. In some embodiments, the location of
an event is pre-determined by a location on the graphical user
interface of a frame corresponding to the event-triggering
time specified in the audio file. When a user generates an input
at or near the event location, the frame corresponding to the
event-triggering time is also updated accordingly. For
example, in a game application, the control module 150
applies the extracted event-triggering times to the game appli-
cation causes the generation of multiple event locations on the
graphical user interface of the game application. By tapping
on a particular event location on the graphical user interface
during the audio play, a particular music note or notes are
generated by the application, resulting an effect like a user is
playing an instrument by pressing different keys of the instru-
ment.

By controlling the events and corresponding locations on
the graphical user interface through the correlation of the
playing time of the audio file and the event-triggering times,
the control module 150 achieves a better synchronization
result between the audio play and the video play. In particular,
because the play time of the audio file corresponds to the
current playing position of the audio file that can be retrieved
from the audio file, there is no error introduced like the
accumulation of play times associated with different frames.
Since the event-triggering times are derived from the play
times of events identified in the audio file, they do not include
any error either, the correlation of the two can improve the
accuracy of the event locations on the graphical user interface
based on the audio file. In some embodiments, the control
module 150 compares an event-triggering time with the play
time of the audio file to determine whether the event-trigger-
ing time is before or after the play time of the audio file. If the
event-triggering time is after the play time, the control mod-
ule 150 then identifies a location on the graphical user inter-
face corresponding to the event and controls the display of the
user inputs at the location. If not, the control module 150 may
skip this event-triggering time.

FIG. 4 is a block diagram illustrative of a system for imple-
menting a method of extracting header and soundtrack data
from the audio file and using such data to generate the event
distribution information for corresponding events in the audio
file in accordance with some embodiments. Compared with
the embodiments described above in connection with FIG. 3,
this embodiment also includes an event distribution informa-
tion generation module 210.

In some embodiments, the event distribution information
generation module 210 is configured to extract the header
data and soundtrack data from the audio file and then gener-
ates the event distribution information based on the header
data and the soundtrack date. For example, the audio file may
be in the format of MIDI (Musical Instrument Digital Inter-
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face) that includes both header data and soundtrack data. In
particular, the header data records the formation of the audio
file as well as multiple parameters such as BPM (Beats Per
Minute) representing the play speed of the audio file. In some
embodiments, the soundtrack data includes information
about the type of instruments for playing music notes corre-
sponding to a particular event, the pitch of the tone, the
accompany information as well as the time slice information
associated with the event. The input of the soundtrack data
into a synthesizer generates the play of a particular music note
or notes associated with the event.

In some embodiments, the event distribution information
generation module 210 determines the event-triggering time
of'a particular event in the audio file based on the parameters
in the header data and the time slice information of the event
in the soundtrack data. Such event-triggering time is then
used for generating the event distribution information.
Besides the event-triggering time, the event distribution
information also includes information indicating the time
length of this event, which is used for controlling the time
length of playing music notes associated with the event as
well as the time length of displaying the event location on the
graphical user interface. In some embodiments, the time
length of this event is determined by subtracting the event’s
start time from its termination time provided by the
soundtrack data.

FIG. 5 is a block diagram illustrative of the components of
an event distribution information generation module shown
in FIG. 4 in accordance with some embodiments. In this
example, the event distribution information generation mod-
ule 210 further includes a data extraction unit 211, a calcula-
tion unit 213, and an information generation unit 215.

The data extraction unit 211 is configured to extract the
header data and the soundtrack data from the audio file, which
are used for generating the event distribution information as
described above. The calculation unit 213 is configured to
extract the time slice information of an event from the
soundtrack data and then determines the event’s event-trig-
gering time based, at least in part, on the header data and the
time slice information. In some embodiments, the unit for the
time slice information in the audio file is the number of ticks.
As such, the event-triggering time indicates when an event
should occur after a predefined number of ticks. In some
embodiments, the application determines the unit of a tick in
time based on parameters such as BPM in the header data of
the audio file. Next, the application extracts the time slice
information from the soundtrack and the parameters from the
header data and uses such information to determine an event-
triggering time for each event identified in the audio file.

The information generation unit 215 is configured to gen-
erate the event distribution information using the event-trig-
gering times determined in the previous steps. In some
embodiments, there is a counterpart in the event distribution
information for every event in the audio file. The event dis-
tribution information is then used for controlling the event
locations during the play of the audio file as described above.
In some embodiments, a soundtrack event distribution set is
generated by storing the event-triggering times correspond-
ing to different events in the set in the binary stream format in
order to save the storage space. More specifically, since an
audio file may include multiple sound tracks, the event dis-
tribution information is generated by combining multiple
soundtrack event distribution sets, one for each soundtrack.

FIG. 6 is a block diagram illustrative of the components of
a computing 600 device in accordance with some embodi-
ments. The computing device 600 typically includes one or
more processing units (CPU’s) 602, one or more network or
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other communications interfaces 604, memory 610, and one
or more communication buses 609 for interconnecting these
components. The communication buses 609 may include cir-
cuitry (sometimes called a chipset) that interconnects and
controls communications between system components. The
computing device 600 may include a user input device 605,
for instance, a display 606 and a keyboard 608. Memory 610
may include high speed random access memory and may also
include non-volatile memory, such as one or more magnetic
disk storage devices. Memory 610 may include mass storage
that is remotely located from the CPU’s 602. In some embodi-
ments, memory 602, or alternately the non-volatile memory
device(s) within memory 602, comprises a non-transitory
computer readable storage medium. Memory 602 or the com-
puter readable storage medium of memory 602 stores the
following elements, or a subset of these elements, and may
also include additional elements:

an operating system 612 that includes procedures for han-
dling various basic system services and for performing
hardware dependent tasks;

a network communication module 614 that is used for
connecting the computing device 600 to a remote server
(e.g., a on-line game server) or other computers via one
or more communication networks (wired or wireless),
such as the Internet, other wide area networks, local area
networks, metropolitan area networks, and so on;

a user interface module 616 configured to receive user
inputs through the user interface 605; and

an audio player application 618 for playing an audio file: in
some embodiments, the audio player application 618 is
a standalone application; in some other embodiments,
the audio player application 618 is a component of
another application (e.g., a music game application);

avideo player application 620 for playing a video file, e.g.,
in a frame-by-frame manner: in some embodiments, the
video player application 620 is a standalone application;
in some other embodiments, the video player applica-
tion 620 is a component of another application (e.g., a
music game application);

a synchronization application 622 for controlling the dis-
play of event locations on a graphical user interface in
accordance with an audio file: in some embodiments, the
synchronization application 622 is a standalone applica-
tion; in some other embodiments, the synchronization
application 622 is a component of another application
(e.g., a music game application); the synchronization
application 622 further including:

a time extraction module 110 as described above in
connection with FIGS. 1 and 3;

an audio play time determination module 130 as
described above in connection with FIGS. 1 and 3;

a control module 150 as described above in connection
with FIGS. 1 and 3; and

an event distribution information generation module 210
that includes a data extraction unit 211, a calculation
unit 213, and an information generation unit 215 as
described above in connection with FIGS. 4 and 5;

audio file information 624 further including soundtrack

data 626 and header data 628 as described above in

connection with FIGS. 1 and 2;

video file information 630 further including video frame
data 632 and soundtrack data 634 as described above in
connection with FIGS. 1 and 2; and

event distribution information 636 further including an
event identifier 640, an event-triggering time 642, and
soundtrack data 644.
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Note that the aforementioned method and system retrieve
the event-triggering times from anaudio file and the play time
of'the audio file and control the display of the event locations
on the graphical user interface by comparing the event-trig-
gering times and the play time. Because the play time is not a
result of accumulating the times associated with different
frames but corresponds to the current play position of the
audio file, the time gap between the play time and event-
triggering times associated with the conventional approach
can be effectively avoided.

While particular embodiments are described above, it will
be understood it is not intended to limit the invention to these
particular embodiments. On the contrary, the invention
includes alternatives, modifications and equivalents that are
within the spirit and scope of the appended claims. Numerous
specific details are set forth in order to provide a thorough
understanding of the subject matter presented herein. But it
will be apparent to one of ordinary skill in the art that the
subject matter may be practiced without these specific details.
In other instances, well-known methods, procedures, compo-
nents, and circuits have not been described in detail so as not
to unnecessarily obscure aspects of the embodiments.

The terminology used in the description of the invention
herein is for the purpose of describing particular embodi-
ments only and is not intended to be limiting of the invention.
As used in the description of the invention and the appended
claims, the singular forms “a,” “an,” and “the” are intended to
include the plural forms as well, unless the context clearly
indicates otherwise. It will also be understood that the term
“and/or” as used herein refers to and encompasses any and all
possible combinations of one or more of the associated listed
items. It will be further understood that the terms “includes,”
“including,” “comprises,” and/or “comprising,” when used in
this specification, specify the presence of stated features,
operations, elements, and/or components, but do not preclude
the presence or addition of one or more other features, opera-
tions, elements, components, and/or groups thereof.

As used herein, the term “if” may be construed to mean
“when” or “upon” or “in response to determining” or “in
accordance with a determination” or “in response to detect-
ing,” that a stated condition precedent is true, depending on
the context. Similarly, the phrase “if it is determined [that a
stated condition precedent is true]” or “if [a stated condition
precedent is true]” or “when [a stated condition precedent is
true]” may be construed to mean “upon determining” or “in
response to determining” or “in accordance with a determi-
nation” or “upon detecting” or “in response to detecting” that
the stated condition precedent is true, depending on the con-
text.

Although some of the various drawings illustrate a number
oflogical stages in a particular order, stages that are not order
dependent may be reordered and other stages may be com-
bined or broken out. While some reordering or other group-
ings are specifically mentioned, others will be obvious to
those of ordinary skill in the art and so do not present an
exhaustive list of alternatives. Moreover, it should be recog-
nized that the stages could be implemented in hardware,
firmware, software or any combination thereof.

The foregoing description, for purpose of explanation, has
been described with reference to specific embodiments. How-
ever, the illustrative discussions above are not intended to be
exhaustive or to limit the invention to the precise forms dis-
closed. Many modifications and variations are possible in
view of the above teachings. The embodiments were chosen
and described in order to best explain the principles of the
invention and its practical applications, to thereby enable
others skilled in the art to best utilize the invention and vari-
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ous embodiments with various modifications as are suited to
the particular use contemplated.

What is claimed is:

1. A computer-implemented method, comprising:

at a computer having one or more processors and memory

storing programs executed by the one or more proces-

sors and a display,

extracting header data and soundtrack data from an
audio file;

generating event distribution information based on the
header data and the soundtrack data;

extracting a predefined number of event-triggering times
from the event distribution information, wherein the
event distribution information is associated with the
audio file currently played on the computer and the
event-triggering times are arranged in a sequential
order;

determining a current play time for the audio file; and

controlling event locations corresponding to user inputs
on the display of the computer based on a comparison
of the current play time and the extracted event-trig-
gering times.

2. The computer-implemented method of claim 1, wherein
extracting the predefined number of event-triggering times
from event distribution information further includes:

determining a video frame of a video file currently played

on the computer, wherein the video file is associated
with the audio file;

identifying soundtrack data corresponding to the video

frame; and

identifying one or more events corresponding to the

soundtrack data in the event distribution information,
each event having an associated event-triggering time.

3. The computer-implemented method of claim 1, wherein
controlling the events corresponding to the user inputs on the
display of the computer further includes:

comparing the current play time and a respective event-

triggering time;

if the current play time is before the respective event-

triggering time, displaying a visual indicator corre-
sponding to a user input triggered by an event associated
with the respective event-triggering time; and

if the current play time is after the respective event-trigger-

ing time, ceasing the display of a visual indicator corre-
sponding to a user input triggered by an event associated
with the respective event-triggering time.

4. The computer-implemented method of claim 1, further
comprising:

identifying an event’s corresponding time slice informa-

tion in the soundtrack data;

determining the event’s event-triggering time based on the

header data and the time slice information; and
generating the event distribution information based on the
event’s event-triggering time.

5. The computer-implemented method of claim 4, further
comprising:

adding the event’s event-triggering time and the corre-

sponding soundtrack data to a Dbinary-format
soundtrack-event distribution set, wherein the binary-
format soundtrack-event distribution set constitutes as
the event distribution information associated with the
audio file.

6. A computer system, comprising:

one or More processors;

memory;

a display; and
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one or more programs stored in the memory and configured

for execution by the one or more processors, the one or

more programs including instructions for:

extracting header data and soundtrack data from an
audio file;

generating event distribution information based on the
header data and the soundtrack data;

extracting a predefined number of event-triggering times
from the event distribution information, wherein the
event distribution information is associated with the
audio file currently played on the computer and the
event-triggering times are arranged in a sequential
order;

determining a current play time for the audio file; and

controlling event locations corresponding to user inputs
on the display of the computer based on a comparison
of the current play time and the extracted event-trig-
gering times.

7. The computer system of claim 6, wherein the instruction
for extracting the predefined number of event-triggering
times from event distribution information further includes
instructions for:

determining a video frame of a video file currently played

on the computer, wherein the video file is associated
with the audio file;

identifying soundtrack data corresponding to the video

frame; and

identifying one or more events corresponding to the

soundtrack data in the event distribution information,
each event having an associated event-triggering time.

8. The computer system of claim 6, wherein the instruction
for controlling the events corresponding to the user inputs on
the display of the computer further includes instructions for:

comparing the current play time and a respective event-

triggering time;

if the current play time is before the respective event-

triggering time, displaying a visual indicator corre-
sponding to a user input triggered by an event associated
with the respective event-triggering time; and

ifthe current play time is after the respective event-trigger-

ing time, ceasing the display of a visual indicator corre-
sponding to a user input triggered by an event associated
with the respective event-triggering time.

9. The computer system of claim 6, wherein the one or
more programs further include instructions for:

identifying an event’s corresponding time slice informa-

tion in the soundtrack data;

determining the event’s event-triggering time based on the

header data and the time slice information; and
generating the event distribution information based on the
event’s event-triggering time.

10. The computer system of claim 9, wherein the one or
more programs further include instructions for:

adding the event’s event-triggering time and the corre-

sponding soundtrack data to a Dbinary-format
soundtrack-event distribution set, wherein the binary-
format soundtrack-event distribution set constitutes as
the event distribution information associated with the
audio file.

11. A non-transitory computer readable storage medium,
storing one or more programs for execution by one or more
processors of a computer having a display, the one or more
programs including instructions for:

extracting header data and soundtrack data from an audio

file;

generating event distribution information based on the

header data and the soundtrack data;
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extracting a predefined number of event-triggering times
from the event distribution information, wherein the
event distribution information is associated with the
audio file currently played on the computer and the
event-triggering times are arranged in a sequential order;

determining a current play time for the audio file; and

controlling event locations corresponding to user inputs on
the display ofthe computer based on a comparison of the
current play time and the extracted event-triggering
times.

12. The non-transitory computer readable storage medium
of claim 11, wherein the instruction for extracting the pre-
defined number of event-triggering times from event distri-
bution information further includes instructions for:

determining a video frame of a video file currently played

on the computer, wherein the video file is associated
with the audio file;

identifying soundtrack data corresponding to the video

frame; and

identifying one or more events corresponding to the

soundtrack data in the event distribution information,
each event having an associated event-triggering time.

13. The non-transitory computer readable storage medium
of'claim 11, wherein the instruction for controlling the events
corresponding to the user inputs on the display of the com-
puter further includes instructions for:

comparing the current play time and a respective event-

triggering time;

w
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if the current play time is before the respective event-
triggering time, displaying a visual indicator corre-
sponding to a user input triggered by an event associated
with the respective event-triggering time; and

ifthe current play time is after the respective event-trigger-

ing time, ceasing the display of a visual indicator corre-
sponding to a user input triggered by an event associated
with the respective event-triggering time.

14. The non-transitory computer readable storage medium
of claim 11, wherein the one or more programs further
include instructions for:

identifying an event’s corresponding time slice informa-

tion in the soundtrack data;

determining the event’s event-triggering time based on the

header data and the time slice information; and
generating the event distribution information based on the
event’s event-triggering time.

15. The non-transitory computer readable storage medium
of claim 14, wherein the one or more programs further
include instructions for:

adding the event’s event-triggering time and the corre-

sponding soundtrack data to a Dbinary-format
soundtrack-event distribution set, wherein the binary-
format soundtrack-event distribution set constitutes as
the event distribution information associated with the
audio file.



